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Abstract
The generation of expressive speech is a great challenge for

text-to-speech synthesis in audiobooks. One of the most impor-
tant factors is the variation in speech emotion or voice style. In
this work, we developed a method to predict the emotion from
a sentence so that we can convey it through the synthetic voice.
It consists of combining a standard emotion-lexicon based tech-
nique with the polarity-scores (positive/negative polarity) pro-
vided by a less fine-grained sentiment analysis tool, in order
to get more accurate emotion-labels. The primary goal of this
emotion prediction tool was to select the type of voice (one
of the emotions or neutral) given the input sentence to a state-
of-the-art HMM-based Text-to-Speech (TTS) system. In addi-
tion, we also combined the emotion prediction from text with
a speech clustering method to select the utterances with emo-
tion during the process of building the emotional corpus for
the speech synthesizer. Speech clustering is a popular approach
to divide the speech data into subsets associated with different
voice styles. The challenge here is to determine the clusters that
map out the basic emotions from an audiobook corpus that con-
tains high variety of speaking styles, in a way that minimizes the
need for human annotation. The evaluation of emotion classifi-
cation from text showed that, in general, our system can obtain
accuracy results close to that of human annotators. Results also
indicate that this technique is useful in the selection of utter-
ances with emotion for building expressive synthetic voices.
Index Terms: expressive speech synthesis, sentiment analysis,
speech clustering, emotion, audiobooks

1. Introduction
Emotional Text-To-Speech (TTS) is a challenging but important
part in speech synthesis since rendering emotion makes speech
sound more natural [1]. It permits to convey essential non-
linguistic information that can be extracted from text in addition
to the commonly modelled linguistic aspects, such as syllable
stress and punctuation. This work focuses on emotional TTS for
storytelling of fairy tales in audiobooks. Audiobooks have re-
cently become a popular resource for the creation of emotional
TTS systems [2]. Furthermore, fairy tales are one of the literary
genres in which the emotions conveyed are of great importance
for the general story line [3].

Rendering emotions in TTS is, however, not trivial. It re-
quires solving two main problems: (a) predicting the correct
emotional values of a sentence or utterance and (b) modeling
and generating emotional speech [4]. Many research works fo-
cus on emotional speech synthesis [5] or sentiment analysis [6].
However, research work on the application of sentiment analy-
sis to TTS appears to be less common. In [7], sentiment analysis

is used as an input feature for expressive speech synthesis but
it is only used to distinguish between different sentiment po-
larities (positive, negative and neutral). The expressiveness in
audiobooks has a rich variety [8] and we believe that a more
fine-grained distinction between emotions is necessary to bet-
ter model these speech variability factors. For example, emo-
tions belonging to the same polarity, such as ‘anger’ and ‘sad-
ness’ (negative polarity), are characterized by different acoustic
properties (intensity, pitch, speech rate, etc.), which should be
modelled by the TTS system. In this work, we propose a novel
emotion labelling system that uses both the information of the
emotional polarity from sentiment analysis and emotion cate-
gory to classify a sentence into one of the categories: anger,
joy, sadness, fear, disgust, surprise and neutral.

Expressiveness in speech can be manually annotated, such
as emotion annotations, or automatically classified, e.g. us-
ing unsupervised clustering techniques. For TTS, an unsuper-
vised clustering approach is more attractive to build expressive
corpora, because it is less expensive and time-consuming than
creating dedicated corpora using human annotation or hand-
crafted rules. Recently, unsupervised clustering of expressions
has been used for TTS applied to audiobooks, e.g., [9] and [10].
However, those works did not address the problem of mapping
between text and clusters. Without this mapping the speech syn-
thesis system cannot determine the appropriate expression clus-
ter for synthesizing a given sentence. In [1], the authors pro-
pose a method for expression prediction from text and speech,
in which both the expression predictor and speech synthesizer
share the same training data. This method permits to model
intra-speaker and inter-speaker variabilities that influence ex-
pression prediction and represent a higher number of expres-
sions than the typical limited set of emotions of text predictor
methods. In contrast to this approach, we perform the emotion
prediction from text and speech clustering separately. We use
the emotion labels of the sentiment analysis to automatically
detect the clusters and utterances that represent each emotion.
This approach has a limitation in the number of expression cat-
egories that can be detected in the audiobook compared with
[1], because the latter uses a continuous expressive space which
reduces the problems of labelling emotions and can synthesise
speech with more detailed expressions. However, our approach
has the advantage that it provides a higher degree of flexibility
for manual control of the emotions of the synthetic voice and
verification of emotion labels for supervised training of the clas-
sifiers. For example, the emotion labels of the utterances can be
manually verified by humans to obtain more accurate speech
emotion models. In this work, we developed a TTS system that
uses the emotion prediction from text to select the voice style of
synthesize input text.
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2. Prediction of Emotion from Text
2.1. Emotional Polarity

We used the tool SentiWordsTweet [11] to distinguish sentences
with a positive or negative polarity. Although this tool was de-
veloped specifically for Tweets, it has a more general appli-
cation and can be used on ‘regular’ sentences too. The tool
combines SentiWordNet [12] and AFINN [13] and introduces
a new feature, called exponential weighting, which gives more
importance to words appearing at the end of the sentence. Sen-
tiWordNet [12] is an opinion lexicon derived from WordNet
that provides a positive, negative or objective score for every
synset, while AFINN [13] is a list of 2477 words that were man-
ually rated in terms of positivity and negativity. The sentiment-
polarity score ranges between 0 (highly negative) and 1 (highly
positive). In the example below, three sentences are given to-
gether with their sentiment-polarity score, sentence 1 being
more negative and 3 more positive.

1. Juliet’s dead | 0.354343693774

2. You’re home | 0.5

3. I mean lovely | 0.586617578917

2.2. Emotional Category

In order to classify sentences according to their emotional cat-
egory, we used the NRC Emotion Lexicon, which contains
English words that were manually annotated by crowdsourc-
ing [14]. Although this lexicon contains information for eight
basic emotions (anger, fear, surprise, sadness, joy, disgust, an-
ticipation and trust), we decided to only use the first six. This
set of six emotional states is often used in vision and speech
research and they are usually referred to as the Big Six [15].
Although these emotions might not account for all the differ-
ent emotional states that can occur in audiobooks, a study by
Brale et al. [16] revealed that these emotional states frequently
appeared in fairy tales [17].

Since we constrained our study to the specific genre of fairy
tales, we decided to extend the Emotion Lexicon to include
more domain-specific vocabulary from this genre. To do so,
we used a corpus of emotion annotations [17], which contains
176 fairy tales from Grimm (80 tales), H.C. Andersen (77 tales)
and Potter (19 tales). We extracted the most frequent words of
the fairy tales from H. C. Andersen and B. Potter and added the
words related to a specific emotion that were not yet included
in the lexicon. We did not use additional words from Grimm’s
tales because we used this data for testing in our experiments.
In total, we added 208 words to the Emotion Lexicon. Table 1
indicates the number of words added for each emotion.

Anger Disgust Fear Joy Sadness Surprise
17 21 28 90 38 14

Table 1: Number of words added to the NRC Emotion Lexicon
for each particular emotion.

Our method for generating an emotion label for a sentence
consists of counting the number of words in the sentence that
belong to a specific emotion category. However, this counting
may ‘over-tag’ the sentences with emotions. In order to avoid
this effect, we establish a condition for our method to tag an
amount of sentences with emotion similar to that obtained from
human annotations. First, the highest count of emotions for a

sentence is divided by the total number of tokens in the sen-
tence. If this division results in a number higher than a thresh-
old, the sentence is labelled with the top rated emotion for that
sentence. The threshold of 0.07 was obtained by matching the
amount of automatically ‘emotion-tagged’ sentences using the
sentiment analysis tool and the human annotations of emotion
from [17].

We also added an extra condition in the automatic emo-
tion labelling by only allowing the sentence to be labeled into a
specific category if the sentiment-polarity (positive or negative)
corresponds to the polarity of the emotion. For this decision,
the sentiment polarity was obtained from the sentiment analy-
sis score (range of 0 to 1, with positive polarity being higher
than 0.5 and negative lower than this threshold), while the emo-
tions were divided into negative (anger, disgust, fear, sadness,
surprise) and positive (joy). The examples of sentences below
help to explain the emotion labelling based on sentiment po-
larity. In sentences (1) and (2) the emotion-label agrees with
the sentiment-polarity (negative polarity for ‘fear’ and positive
polarity for ’‘joy’) while in (4) and (5) this is not the case (neg-
ative polarity for joy and positive polarity for fear). Thus, the
emotion labels of (4) and (5) become ‘neutral’.

1. “Juliet’s dead” | 0.35 | fear

2. “I mean lovely” | 0.59 | joy

3. “You’re home” | 0.5 | neutral

4. “What name did they give the child?” | 0.44 | joy -
NEUTRAL

5. “May God help you with your fishing” | 0.65 | fear
- NEUTRAL

3. Emotional Speech Corpus
3.1. Audiobook Corpus

We used the dataset of audiobooks released for the Speech
Synthesis Blizzard Challenge 2016 (http://synsig.org/
index.php/Blizzard_Challenge_2016). It consists
of speech and text data of professional audiobooks and in-
cludes about 5 hours of British English speech data (sampled
at 44 kHz) from a single female talker. However, for part of
this dataset the tales were provided in pdf format. We excluded
these audiobooks because we found problems in the extraction
of the text from the pdf files and to avoid the effect of any er-
rors in the text extraction. Thus, we only used the subset of the
database that consists of 25 fairy-tales (half the total number of
the audiobooks of the Blizzard dataset).

Although sentence-level alignments between speech and
text are included in the dataset for part of the data, we used
our own alignments that were obtained with the Kaldi toolkit
(http://kaldi-asr.org). The new alignments allowed
us to segment the data into direct speech and narrator speech.
The sentences corresponding to direct speech were obtained by
automatically detecting the quoted text. We observed that in
the data, direct speech was generally more expressive (and thus
more ‘emotional’) than the narrator parts (tend to be more ‘neu-
tral’). For this reason, we selected the emotional utterances
from the direct speech subset. We considered two different
ways of selecting the group of utterances that represent each
emotion. The first employs speech clustering and the other is
based solely on the sentiment analysis where utterances with a
‘stronger’ sentiment analysis score are selected (Section 3.3).
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3.2. Clustering of Speech Styles

We used Self Organising Map (SOM) to cluster the speech data
of the audiobooks, similarly to [10], which was implemented
with the MATLAB Neural Networks toolbox. The acoustic fea-
ture set was extracted using the openSMILE toolkit [18]. We
initially used the same feature set that was used in openEAR
[19] to recognize emotions in real time. For example, it includes
spectral parameters (MFCC, LSP, etc.), intensity and pitch
related parameters. The configure file (emobase live4.conf)
for feature extraction can be downloaded from https://
sourceforge.net/projects/openart/. We did a
correlation test between these features and the duration of the
speech utterances in order to remove features which depend
on duration (we removed those features whose correlation was
greater than 0.2). Consequently, we reduced the size of the fea-
ture set from 950 to 605.

We performed the clustering of the data with different num-
bers of clusters ranging from 25 to 50. The reason for varying
the number of clusters was to verify that this number had an
impact on the variability of voice styles observed between the
clusters. We assumed that by using a sufficiently high number
of clusters, we could obtain clusters that represent a particular
emotion. However, with the increase in the number of clusters,
there is higher possibility that different clusters may be char-
acterized by similar voice styles. From informal listening tests
performed by the authors we decided that 50 clusters was the
best option for obtaining a good separation of speech emotions.
Figure 1 shows the SOMs obtained for this condition.

1 7 63 71 37

33 59 128 53 12

11 49 99 92 81

54 178 132 69 52

77 111 199 96 95

151 171 40 77 72

171 95 46 85 131

37 139 180 100 101

48 110 150 181 160

54 13 100 111 24

(a) Cluster size = 50

1 2 3 4 5

6 7 8 9 10

11 12 13 14 15

16 17 18 19 20

21 22 23 24 25

26 27 28 29 30

31 32 33 34 35

36 37 38 39 40

41 42 43 44 45

46 47 48 49 50

(b) Cluster size = 50

Figure 1: The left plot shows the number of utterances in each
cluster and the right plot shows the distance between the num-
bered clusters (the higher the distance the darker the colour).

In order to map speech clusters to emotions, we performed
sentiment analysis on the sentences belonging to a specific clus-
ter and compared its emotional distribution with the overall dis-
tribution of emotions (over all the clusters). For example, Fig-
ure 2 shows that the cluster number 11 has a significantly high
rate of labels ‘anger’. Thus, this cluster is expected to have a
high amount of utterances that sound with this emotion. We
conducted preliminary experiments to test this assumption and
the results are positive as it will be shown later. By using the
information about the distance between clusters (Figure 1) to-
gether with the scores of the sentiment analysis it is possible to

automatically select a set of candidate clusters to build the syn-
thetic voices for each emotion. For example, the clusters 11, 4,
12, 16, and 28 have relatively high distances to the other clusters
and obtained high classification rates for the emotions ‘anger’,
‘sadness’, ‘joy’, ‘fear’, and ‘surprise’, respectively.

anger sadness fear disgust joy surprise
0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

50Clust/clusterDirNum 11

Cluster
Average

Figure 2: Distribution of emotions for the cluster 11 compared
to the average distribution of emotions over all clusters.

3.3. Selection of Utterances with Emotions using Sentiment
Analysis

We also predicted the emotions of the utterances based solely
on the sentiment analysis of the text, which consists of mak-
ing the condition for emotion classification more restrictive. As
described in Section 2.2, we only allowed sentences to be la-
beled with a specific emotion if the sentiment-polarity score
corresponded to the polarity of the emotion. Thus, we can con-
trol the threshold applied to the sentiment-polarity values in or-
der to control the number of sentences labelled with emotion
and to select sentences with stronger ‘sentiment level’ for that
emotion. For example, we can select only sentences for which
the sentiment-polarity score is lower than the threshold of 0.35,
which results in 10 strongly negative ‘sad’ sentences.

4. Expressive TTS system
4.1. HMM-based Speech Synthesizer

We used the HTS system [20] (version 2.3), available at http:
//hts.sp.nitech.ac.jp, to build our synthetic voices.
This is a popular system which permits to build voices for a
target voice style using a relatively small amount of speech data,
by using adaptation techniques [21].

For speech analysis, the STRAIGHT method [22] (Matlab
version V40 006b) was used to calculate the spectral envelope
of the speech signal and the aperiodicity measurements, while
F0 was calculated using the RAPT algorithm implementation
of the ESPS tools [23], [24]. The Fast Fourier Transform (FFT)
parameters of the envelope and aperiodicity are converted to
39th order mel-cepstral coefficients, while the FFT parameters
of aperiodicity are weighted in 25 frequency bands. HTS per-
forms this parameter conversion to obtain a parameter represen-
tation which is more compact and better for statistical modeling.

Acoustic modeling was performed using the standard five-
state left-to-right MSD-HSMM structure and both the state out-
put density function and the state duration were modelled by
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a single Gaussian distribution. The feature vector consists of
five streams: mel-spectrum, aperiodicity parameters, F0 and
its ∆ and ∆2 parameters. The spectrum and aperiodic fea-
ture vectors consist of their static and dynamic parameters (∆
and ∆2), respectively. HTS also performs clustering of context-
dependent HMMs using decision trees. We used the text anal-
ysis component of the Festival system (http://festvox.
org/festival/) to extract the linguistic features and gener-
ate the context labels.

During the synthesis stage, the input text is analyzed to gen-
erate linguistic labels using Festival and the emotion of each
sentence is obtained with the emotion prediction component de-
scribed in Section 2. The emotion is used to select one of the
voices with emotion which were built using an adaptation tech-
nique. STRAIGHT is also used here to generate the speech
parameters obtained from the HMMs and linguistic labels.

4.2. Synthetic Voices

First, an average voice model was built with the HTS system
using all the speech and text data of the audiobook corpus de-
scribed in Section 3.1. Then, the resulting HMM models were
adapted to each target emotion voice using the MLRR adapta-
tion method and the corresponding subset of speech with emo-
tion that was obtained from the corpus using the following semi-
automatic technique. First, we obtained around 50 utterances
for each emotion using the technique explained in Section 3.3.
For some emotions, e.g. disgust, the total number of labelled
sentences was lower than 50 (we evaluated as many as pro-
vided in the data in these cases). Next, one of the authors lis-
tened to those samples to verify if the emotion predicted from
the text was in concordance with the emotion perceived from
speech. From this analysis, we selected at least 20 utterances
to represent each speech emotion (ranged from 26 to 54 utter-
ances depending on the amount of correct labels available for
each emotion). In this work, we did not use speech clustering
for selecting the emotion datasets (as described in Section 3.2),
because for some emotions the number of utterances obtained
from mapping the clusters to emotions was small (lower than
20 utterances). We plan to do experiments using this tech-
nique by using a larger speech corpus. Finally, after performing
the adaptation using HTS, we obtained seven synthetic voices
for the emotions: joy, anger, sadness, surprise, disgust, fear
and neutral. Examples of speech synthesized with these emo-
tions are available online (https://www.scss.tcd.ie/
˜cabralj/samples-emotion-tts.html).

Other possible approaches could be used to integrate the
emotion prediction into the HMM-based speech synthesizer.
One technique would be to augment the linguistic labels to in-
clude the emotion information and to train only one synthetic
voice. This voice should be able to produce the desired vari-
ations in speech emotion depending on the input text. How-
ever, the rate of non-neutral emotion labels is significantly low
as indicated later in Table 2 and we think it would be difficult
to model well those variations using one single voice model.
Moreover, the high number of linguistic labels would also con-
tribute to the problem of modeling the expressiveness aspect of
the voice on the clustered HMM models. Another technique
would be to try to predict the emotions from text using HTS by
embedding the emotion prediction into the decision tree stage.
We also did not considered this option here because we assume
that an emotion classifier based on the decision tree technique
requires a much larger amount of emotion labelled data than
that available in this work. These two alternative options that

Emotion labels Annotators Proposed System
Anger 4.1% 2.3%
Sadness 3.4% 2.8%
Joy 6.2% 7.4%
Fear 2.9% 1.9%
Surprise 1.6% 3.2%
Disgust 0.3% 0.8%
Total for emotions 18.5% 18.4%
Total for neutral 81.5% 81.6%

Table 2: Relative amount of emotion-labels per emotion in the
human annotations and obtained by our system.

only require training of one synthetic voice have the advan-
tage that they can be easily scaled to the synthesis of additional
voice types without the need for building and selection differ-
ent voices. Their great disadvantage compared with a separate
emotion prediction component is the impact of linguistic factors
on the expression prediction performance.

5. Results
5.1. Prediction of Emotion from Text

For evaluating our emotion classification tool we used the hu-
man annotations of the Grimm fairy tales from [17]. We in-
tentionally excluded the tales of Grimm in the extension of the
emotion dictionary in order to be able to test how our system
works with unseen data. In the annotated data, every sentence
is labelled with a primary emotion and a type of mood provided
by two annotators, resulting in a total of 4 affect labels per sen-
tence [17]. Table 2 shows the relative amount of labels for the
emotional categories obtained from the human annotations and
from our emotion-labelling method. We only counted the sen-
tences as belonging to a particular emotion if both annotators
agreed on the primary emotion. From the table, we observe
that most of the sentences in the fairy tales are neutral (82%)
and ‘joy’ is the most frequent emotion both in the human an-
notations and in the predicted emotion labels. We also observe
that the total number of sentences labelled with emotion is ap-
proximately the same between the two methods. This result
shows that our system can be effectively used to approximate
the amount of emotion labels predicted from text to that of hu-
man annotations.

The F-score of the emotion prediction tool is calculated
based on the precision and recall and the results are shown in
Table 3. We consider a sentence as correctly tagged by the tool
if the detected emotion label matches any of the four affect la-
bels of the human annotations. For each emotion, the preci-
sion is defined by the number of correct labels for the emotion
divided by the total number of labeled sentences, while recall
is the number of correct labels for the emotion divided by the
number of labels of that emotion obtained in the human anno-
tations. The precision of the tool over all sentences was 79%.
The F-score was highest for the neutral sentences (0.86), while
for sentences labeled with a particular emotion, ‘joy’ had the
highest F-score (0.38).

In Table 3, we also present the F-score for one human an-
notator. The score is based on the sentences in which both an-
notators agreed on, compared to the total of sentences tagged.
The averaged precision and recall of both annotators were 55%
and 50% respectively, resulting in an average F-score of 52%.
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Emotions F-Score System F-Score Annotator 1
Anger 0.20 0.41
Sadness 0.30 0.39
Joy 0.38 0.53
Fear 0.18 0.32
Surprise 0.09 0.38
Disgust 0.00 0.09
Neutral 0.86 0.71
Average 0.30 0.48

Table 3: Comparison of F-scores between emotion-labelling
tool and one annotator.

Although the F-scores of the emotion prediction tool are not
as high as for human annotations, the analysis of the human
labels gives support to the assumption that fine-grained senti-
ment analysis is a very difficult and sometimes subjective task.
We did not find in the literature directly comparable results for
sentence-level prediction of the same 6 emotions in terms of F-
score, precision and recall. In future work, we plan to compare
our approach of emotion prediction from text with other meth-
ods that are not lexicon-based by using the same dataset.

5.2. Classification of Speech Emotions from Text

We evaluated the emotions of the data subsets that were au-
tomatically obtained using sentiment analysis for building the
synthetic voices (Section 4.2). In this experiment, one of the
authors listened to approximately 50 utterances labelled by the
tool for each emotion. The results of our human-based evalua-
tion are presented in Table 4. The second column of the table
indicates the rate of labels of the tool that are correct according
with the human evaluation, by considering the text only with-
out any context. Meanwhile, the third column shows how often
the emotion predicted from text was the same as that perceived
by the listener. Finally, from these results we also calculated
the rate of emotions perceived by the listener that matched the
emotion predicted from text by considering the correct labels
only (from the text evaluation). These results indicate that there
is strong correlation between the emotion predicted from text
and the corresponding speech emotion, especially for the emo-
tions ‘surprise’ and ‘anger’. These preliminary results give sup-
port to the hypothesis that our emotion prediction system can
be useful in automatic selection of speech with emotions for
building expressive synthetic voices. However, more extensive
experiments with more data and a larger number of listeners are
needed to obtain more conclusive results about this hypothesis.

6. Conclusions and Future Work
We developed a method that combines the information of
fine-grained lexicon-based sentiment analysis with sentiment-
polarity scores in order to get more accurate emotion labels.
The resulting emotion prediction tool was integrated into an
HMM-based speech synthesizer to select one of the following
types of synthetic voice from the input text: anger, fear, sur-
prise, joy, sadness, disgust and neutral. We showed that the
predictions of emotion from text using our method were gen-
erally close to those obtained by human annotation, with ex-
ception of some emotions which also obtained lower agree-
ment between annotators (particularly for disgust, surprise and
fear). Our emotion prediction tool also permits to have control

Emotion Prediction Prediction Prediction for
Labels for text for speech speech (text

labels correct)
Anger 63% 50% 79%
Sadness 78% 42% 54%
Joy 76% 51% 67%
Fear 56% 34% 61%
Surprise 74% 68% 91%
Disgust 33% 33% 100%
Average 63% 46% 75%

Table 4: Results obtained from the human evaluation of the
emotion labels for text and speech.

over the number of sentences labelled with emotion by using a
threshold of sentiment polarity score. This allowed us to obtain
a number of emotional labels similar to human annotation in the
audiobook dataset that we used for speech synthesis. We also
used this threshold-based technique to select small subsets of
the audiobook data with strong emotion scores for building the
synthetic voices. However, results of a preliminary perceptual
experiment showed that the textual sentiment analysis does not
always correspond to the emotions conveyed in uttered speech.
Nevertheless, we assumed that this correspondence was high
enough to obtain convincing expressive voices. We are con-
ducting a perceptual experiment to further investigate this ques-
tion and evaluate if the TTS system developed in this work con-
veys speech emotions correctly. We also plan to compare our
sentiment analysis method to different approaches, in particular
non-dictionary based methods.
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